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Background and Purpose Table 1. Strong vs Weak label model performance metrics m
Strong Label Model Weak Label Model Intergrader

« Al models have impressive ability to (image + annotation) (image + measurement) agreement » GA characteristics in the dataset (512 eyes)

segment geographic atrophy (GAY) from Allimages [Cliical ralsubset |Allimages _[Glincalria subee ncludec

fundus autofluorescence (FAF) images’ Image Number 140 89 140 89 47 * Subfoveal GA (51%)
» Training Al models for accurate Mean area (SD) (mm?) 6.02 (5.31) 7.50 (3.58) 6.15 (5.17) 7.52 (3.57) 4.91 (4.95) « Junctional zone pattern (24%)

segmentation requires laborious pixel- gf:;egff R (-1.1%??.28) (-1.5%,013 19) (-2.806,12.21) (-2.5%,021.35) (-1.ooé,3?.75) . Baclfground autofluorescence (64%)

level annotation of a large training (mm2) (95% Cl) * Multifocal (26%)

dataset of FAF images Intra-Class Correlation 0.993 0.986 0.958 0.948 0.988 « Comparison of model parameters when trained with
e \\\e Sought to understand the training Dice Coefficient 0.76 0.84 — _ 0.995 Strong labels and weak labels is shown in Table 1

requirements for Al algorithms to

accurately segment and measure GA B . - I
| @ &g ’ . S
from FAF images €| gty o |BE.
£ g
« Heidelberg FAF images from the Age-Related {; ; A ;
Eye Disease StUdy 2 were utilized? Average of Area (mm?2) of GA by Al and Graders Average of Area (mm?2) of GA by Al and Graders
* Training dataset: 512 FAF images AREDS2 Figure 2. Bland-Altman plot for all strong Figure 3. Bland-Altman plot for all weak label
» Testing dataset: 140 FAF images AREDS?2 label data data
_ _ Original image Grader annotation Al predicted mask Oriainal imaae Al predicted mask
* GA WaS Segmented On FAF Images USIng D4Eﬂ32:‘3'ear S_Dicqmized_ﬁESEDB.dcm . Grnun;i truth | _Frecti::ticm._ﬂice:ﬂ_gfnd g g p
planimetry and areas measured in mm?2 by a. DL . [ R -

trained and certified human graders
* Two models were used (Figure 1):

« ASTRONG LABEL MODEL trained using
images and annotations with GA areas
annotated

- AWEAK LABEL MODEL trained with
Images and numerical area measurements
of GA. No annotations were used

Figure 6. Saliency maps were used to understand
regions of Al-predicted GA using the weak label
model: There are no annotations produced by the weak
label model. Non-GA features including the optic nerve
(arrow above) and vitreous floaters (arrow below) are
omitted in the Al prediction.

Conclusions

* Al models demonstrate good accuracy for

Figure 5. Examples of complex GA annotations o
using the strong label model. The original image is and strong label models may be more beneficial
on the left and the Al predicted mask is on the right. a.
Complex lesion with GA and peripapillary atrophy

(PPA) merged. The Al correctly omitted annotating the

Input Output (0A029,_Lnkrown_ Migratec, 28004 aem Ground thith freciclion. Doei0.067 _ o _
Al - Prediction C. identifying and measuring areas of GA on FAF

STRONG . imageS
LABEL MODEL . * The weak label model provides a high level of

. accuracy, but the strong label model is more

: 020060, Year 4 Dicomized_466619.dcm _ Ground truth prediction, Dice:0.802 accurate

- » Laborious human grader annotations may not be
WEAK LABE necessary to train Al models to segment GA
MODEL " * A model that combines features of both the weak
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Figure 4. Examples of strong label model development. The
original image (left) is annotated by the grader (center) to train
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